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Disclaimer 

• Opinions expressed during this presentation 
are the views of the presenters, and should 
not be considered the views or positions of 
the Ethernet Alliance. 

 



 



 



The Long and Winding Road 

400GbE 

TbE 

2.5, 5 and 25GbE 
markers will turn this 
color in the 2016 
Ethernet Roadmap 

50 and 200GbE will 
turn this color in 
the 2016 Ethernet 
Roadmap 



A Dozen Ethernet Speeds 



Optical Fiber Roadmaps 

 



Optical Fiber Roadmaps 

 



What’s Really Going on? 

 



More Roadmap Information 

• See me for a free map after the panel 

• Free downloads at 
www.ethernetalliance.org/roadmap/ 

– Pdf of map 

– White paper 

– Presentation with graphics for your use 

• Free maps and T-shirts at Booth #1219 

 

http://www.ethernetalliance.org/roadmap/
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Current IEEE 802.3 Copper Activity 
• High Speed Serial 

– P802.3by 25Gb/s TF: twinax, backplane, chip-to-chip or module.    
– P802.3bs 400Gb/s TF: 50Gb/s lanes for chip-to-chip or module.  (PAM4) 
– P802.3cb 2.5G/ 5Gb/s TF:  Backplane and Copper Cables  
– 50 Gb/s Ethernet over a single lane Study Group 
– Next generation 100 Gb/s and 200 Gb/s Ethernet Study Group 

 

• Twisted Pair (4-pair) 
– P802.3bq 25G/40GBASE-T  
– P802.3bz 2.5G/5GBASE-T 

• Single twisted pair for automotive 
– P802.3bp 1000BASE-T1 
– P802.3bw 100BASE-T1 

• PoE 
– P802.3bt – 4-pair PoE 
– P802.3bu – 1-pair PoE 

 
 
 



Twinax Copper Roadmap 
• 10G SFP+ Direct Attach: 

highest volume 10GbE 
server port today 

• 40GBASE-CR4 and 
100GBASE-CR4 entering 
the market  

• 25GBASE-CR products 
entering the market 
ahead of standard 
completion 

• 50Gb/lane standards 
development starting now 

– 50GbE in SFP 

– 200GbE in QSFP 



Server Diversification and Port Speed 

• Divergence between Cloud and Enterprise 
– Cloud transition to 10GbE has passed, pushing fast to 

25G, 50G and more 
– Enterprise servers still making the transition to 10GbE 

• Accelerated investment into higher speed 
Ethernet for Cloud will make low cost 
50G/100G/200GbE available to HPC 
– Memory and Storage bandwidth increases need a 

faster network 
– PCIe Gen4 will enable 200GbE in a single slot 



Server Port Speed Forecasts 

 

Source: http://www.ieee802.org/3/cfi/1115_1/CFI_01_1115.pdf 



Source: http://www.ieee802.org/3/cfi/1115_1/CFI_01_1115.pdf 



BASE-T Copper Roadmap 

• 1000BASE-T still ~75% of 
the 47M server ports 
shipped in 2014 

 

Optimizing for the Future 

• Enterprise Data center:  

– 10G->25G->40GBASE-T 
roadmap on compatible 
infrastructure 

• Enterprise horizontal 
spaces: 

– 2.5G/5GBASE-T squeeze 
more usable bandwidth 
from the 70B meters of 
Cat5e/6 cabling sold in 
the last 10 years 



The Application Spaces of BASE-T 
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ENTERPRISE FLOOR 
Office space, for example 

Floor or Room-
based 

Row-based 
(MoR/EoR) 

Rack-based 
(ToR) 

Data Rate 

R
e
a
c
h
 

Source: George Zimmerman,  CME Consulting 
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The Long and Winding Road 

TbE 

400GbE 

100GbE 



Trends in the Market:  

• Cloud computing & Virtualization 
– IAAS, PAAS, SAAS …  

– OPEX based Economy compare to CAPEX based  

• Social Media & Mobile  
– Photo sharing, Chat 

• Internet Traffic Increases due to 
– IPTV, Cloud computing, Social media …  

• IOT, 5G and Big data 
– Infrastructure and DCI 



Trends in Data Center: 

• Heterogeneous computing : Machine learning 
– CPU, GPU and FPGA 

• Big Data 
– Machine to Machine Traffic 
– Storage & compute closer  

• Scale out storage : SPARK and Hadoop 

• Secured & Agile infrastructure 
– Application level monitoring 

• IoT, 5G and C-RAN 
– Compute, storage and networking 

Network Ties All Together 

http://www.google.com/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0CAcQjRxqFQoTCLad47ykk8kCFQZciAodUxkMbA&url=http://igkt.net/sm/index.php?topic=1856.0&psig=AFQjCNEGmz7JPYyN8t5avljGgYP8ir7_UA&ust=1447706315831607


Ethernet Port speed: 

• Ethernet Adapts to 
Market Needs 

 

• Ethernet speed : 
10x/7 years 

 

• Cost 4x : 10X speed  
– Massively deployed 

 

• Cloud vs Enterprise 
– One : Two speed 

 difference 

 1983 1992 1998 2002 2010 2017 2024/25 

10Mb 

100Mb 

1GE 

40/100GE 

10GE 

400GE 

1/1.6Tbe? 

IEEE standard 

Intermediate speed 



Ethernet Port w SerDes speed: 

• Ethernet Adapts to 
Market Needs 

 

• Ethernet speed : 
10x/7 years 

 

• Cost 4x : 10X speed  
– Massively deployed 

 

• Cloud vs Enterprise 
– One : Two speed 

 difference 

 1983 1992 1998 2002 2010 2017 2024/25 

1G 

10G 

25G 

50G 

100G 
SerDes speed 

3.125G 

6.25G 

IEEE standard 

Intermediate speed 

10Mb 

100Mb 

1GE 

40/100GE 

10GE 

400GE 

1/1.6Tbe? 



Ethernet Ports : Next speeds  

• Ethernet Adapts to 
Market Needs 

 

• Ethernet speed : 
10x/7 years 

 

• Cost 4x : 10X speed  
– Massively deployed 

 

• Cloud vs Enterprise 
– Workload diverges 

 
1983 1992 1998 2002 2010 2017 2024/25 

Silicon scaling & cost : 
Intermediate speeds : 25/50GE 

may be 800GE?  

10Mb 

100Mb 

1GE 

40/100GE 

10GE 

400GE 

1/1.6Tbe? 

1G 

25G 

50GE 

SerDes speed 

IEEE standard 

Intermediate speed 

10G 

50G 

100G 

3.125G 

6.25G 

25GE 

800GE? 



Where is 400GE NIC card today?  

Component Latency 
Number 

Comment 

MAC+PCS <70 ns Total w serdes <100 ns 

SerDes <28 ns Measured in silicon 

DMA <2 us From software ringing the 
doorbell to the packet out  

400GE Board 400GE Board 3 meters: Direct attached  
copper cable 
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Fabric 

CPU/SoC 

FPGA Accelerators 

Persistent Memory 

DDR Memories 

ToR 

CPU/SoC 
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NVMe drives 

NVMe drives 

DDR 
Memories 
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FPGA 
Accelerators 
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Routers 

Wire 
Mesh 

…
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ToR 

Routers 

ToR 

Future DC  Architecture : 

Intra Pod : Copper/SiPhotonics/OBO : Inter Pods : Optics (SMF) 

…
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Fabric 

NVMe drives 

NVMe drives 

DDR 
Memories 

ToR 

FPGA 
Accelerators 

DCI 

DC Wide Management : Compute, Network Storage : Scale independently 

WAN 

…
 

…
 

Routers 

ETH 
Mesh 

…
 

…
 

ToR 

Routers 

ToR 

Composable components w different life cycle 

Compute Pods Storage Pods 



• Data Centers : Communicate w Other Data Centers 
• Data Centers : Communicate w Enterprises and Industry 
• Data Centers : Communicate w Peering Points 

Page 30 

Example : The Data Center Interconnect World 



Inter DC Traffic Growth: 

Source : Cisco 

Customers shown interest to combine transport and switching gear 
Efficient use of wire @ high traffic growth 

http://www.google.com/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0CAcQjRxqFQoTCIDUqdOlpMgCFQlGiAodBoYIng&url=http://www.slideshare.net/CiscoCanada/software-innovations-and-control-plane-evolution-in-the-new-sdn-transport-architectures&psig=AFQjCNHnjr7oWjEawDxCtlyPnJPQjiUPCA&ust=1443892711850141


Summary :  

• Enterprises and consumers 
– Private, Public and Hybrid clouds 
– TCO reduction and addition of new services  

• Telecom and service providers 
– White box : Replace specialized systems  

• NFV, 5G and C-RAN 

• Intra-DC and DCI Traffic : Exponential Growth 
– Big data, Cloud computing, IAAS, PAAS, SAAS 

• Ethernet : Grows stronger 
– Past: 10Mbps – 400GE 

• Future : 1Tbps+ 

 



www.ethernetalliance.org 

ETHERNET FOR HIGH 
PERFORMANCE ENTERPRISE 
ENVIRONMENTS 

Brandon Hoff 

SC 2015 BOF Panel 

November 18, 2015 



Benefits of RoCE 
• RDMA over Converged Ethernet 

(RoCE) is the most commonly used 
RDMA technology for Ethernet 
networks 

• The RoCE technology is the only 
RDMA protocol for Ethernet that is 
stanardized by IBTA, IEEE, IETF 

• RoCE is simpler to implement 
because it uses the IB Transport 
Protocol 

… and RoCE doesn’t add the protocol 
overhead and implementation 
difficulties of TCP, DDP, MPA, and 
RDMAP 

• RoCE supports standard Verbs 
developed and validated in IB 
environments 

 

IB to RoCEv2 evolution 

Soft RoCE for Legacy NICs 



Background RoCE used Infiniband Network 
Layer which was not routable (i.e. 
no Layer 3 routing) 

Protocol 
(new IBTA 
Standard) 

RDMA over UDP – RoCE is now 
routable. RoCEv2 scales RDMA 
beyond a single rack 

Benefit Servers on separate subnets can 
leverage RDMA communications 

Software 
Stack 

Uses the same software stack as IB 
and RoCE 

Networking Generally, Data Center Bridging 
(DCB) Ethernet or lossless Ethernet 
is required for high performance 
on both TCP and UDP networks 

Routable RoCE (RoCEv2) 
High performance RDMA that scales across the datacenter 

• Enterprise datacenters are now built on a scale-
out architecture as pools of servers, networking 
and storage orchestrated by software 

• Datacenter applications from Microsoft, Red Hat 
VMware are using RDMA as a new higher 
performance, less CPU intensive transport 

• RoCEv2 enables applications to scale between 
racks and rows of servers 

• With low networking overhead 

• Utilizing traffic prioritization standards (DCB) 

Benefits for Data Center Architecture 



SMB Direct Support for RoCE 
Hyper-V over SMB Direct 

• SMB Direct offers significant 
performance improvements over 
standard SMB 
– 60% better bandwidth 

– 10x higher IOPs 

• SMB Direct supports 
– Standard file access 

– HyperV remote storage 

– MSSQL clusters 

• First production killer application for 
RoCE 

• Demonstraits the value of RDMA 
beyond traditional HPC markets 

• … and the benefits of a converged 
infrastructure 

HyperV with SMB Direct 

Source:  http://blogs.technet.com/b/josebda/archive/2013/04/10/demo-hyper-v-over-smb-at-high-throughput-with-smb-
direct-and-smb-multichannel.aspx 



New RoCE Cluster Deployments  
Clusters for traditional datacenter applications 

• Traditional Data Center 
architectures are looking 
more and more like 
clusters 

• VMware has been 
publishing results at the 
OFA conference 

• Significant performance 
improvements for 
hypervisor features 
– Storage, VMotion, etc. 

• Overall:  New workloads 
looking to leverage RoCE 

VMware PoC 
92% less CPU cycles 

Half the time for a VM migration 



PFC is Required for RDMA (RoCE and iWARP) 
TCP is not sufficient for RDMA 

• TCP congestion management is not 
sufficient for RDMA traffic 

• Data from testing in Cisco’s labs 
shows that TCP isn’t for RDMA 
workloads 

• PFC is required by iWARP and RoCE 
for congested networks 

 

 

 

 

Performance with Network Congestion 

The chart above shows TCP SMB performance 
drop significantly in the presence of 

congestion. 
PFC is required for TCP traffic as well. 



Converged NFV with RoCE 

NFV 
Convergence 

iSCSI
iSCSI

Routing 
Tables

Routing 
Tables

VXLAN VXLAN
KVM

iSCSI
KVM

iSCSI

RoCE

Virtual
Network

iSCSI

Converged Network

Physical Network

DPDK DPDK

NFV
Network

• Ethernet and IP are the 
leading connectivity 
solutions for NFV 

• Some Telco 
applications are 
moving from 
proprietary hardware 
to RoCE enabled COTS 
hardware 

• Delivers a converged 
infrastructure for cloud 
and carrier solutions 
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If you have any questions or comments, 

please email admin@ethernetalliance.org  

Visit the Ethernet Alliance  

on Facebook 

Ethernet Alliance: visit www.ethernetalliance.org  

Join the Ethernet Alliance LinkedIn group 

Follow @EthernetAllianc on Twitter 

Thank You! 

mailto:admin@ethernetalliance.org
https://www.facebook.com/pages/Ethernet-Alliance/175317229233420
http://www.ethernetalliance.org/
http://us.linkedin.com/company/ethernet-alliance

